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In recent years, radiant floor heating systems have been favored by more and more consumers because of
their better comfort, high stability, and energy efficiency. This is especially true in southern China, where
heating demand is increasing, and its application is becoming more common. This study explored the
method of establishing a state-space model of a variable-flow radiant heating system without selecting
and applying extensive measurement data and the application of the model predictive control method to
its control optimization. The average errors between the state-space model and the experimental data in
terms of the zone air temperatures and radiant floor surface temperatures were only �0.21–0.07 �C. The
state-space model saves 76%~95% of the computation time compared to the Trnsys model, particularly
suitable for large volumes and longtime building simulations. For the intermittent operation of the radi-
ant floor heating with an air-source heat pump, the MPC controller reduced the response time by about
90 min compared with that with the PID controller, a reduction of approximately 56%. Besides, the MPC
controller can effectively reduce energy consumption by 14.9% and improve the COP of the air-source
heat pump by 24.5% compared with the PID controller.

� 2021 Elsevier B.V. All rights reserved.
1. Introduction

According to the latest World Energy Investment 2020 report of
the International Energy Agency (IEA), global energy investment is
set to decline by 20%. As a result, the situation for energy security
and clean energy transition is critical, with energy supply short-
ages and energy transition issues particularly acute. The energy
consumption of buildings dominates this picture, and a large por-
tion of that consumption is related to heating, ventilation, and air
conditioning (HVAC) systems. In recent years, radiant floor heating
systems have become increasingly popular with consumers, as
they provide better comfort, thermal stability, and energy effi-
ciency. They are especially popular in southern China, where heat-
ing demand is increasing. Radiant floor heating systems can reduce
the use and consumption of primary energy when they are com-
bined with solar energy, geothermal energy, wind energy, and
other renewable energy technologies, improving energy efficiency
and reducing the operating costs of the radiant floor heating
systems.
To study the optimal control strategy of low-temperature radi-
ant floor heating systems, it is necessary to establish a reliable sim-
ulation model of the system. Larsen et al. [1] established a two-
dimensional unsteady-state model of a low-temperature radiant
floor and solved the analytical solution of the model by separating
the variables. T. Weber et al. [2] believed that the star-shaped
State-space model was not as complicated as the triangular net-
work, and was only suitable for some types of enclosure structures,
such as movable concrete slabs. Zhe Tian [3] and others introduced
the concept of the core temperature layer of a radiant floor and
established a two-dimensional unsteady heat transfer model of a
concrete cooling plate. The steady-state error between the simu-
lated value and the experimental value was within 2%, and the
unsteady-state error was within 7%. Kuixing Liu [4] and others pro-
posed a method to geometrically define the heat capacity and ther-
mal resistance of the core temperature layer of a radiant floor. The
dynamic and steady-state performance of the optimized RC model
of the radiant floor were in good agreement with the finite element
model. Dongliang Zhang [5] and others proposed a dynamic simpli-
fied RC model for radiant ceiling heating and underfloor ventilation
(RCCUV) systems. The parameter identification by the least square
method (LSM) was used to determine the thermal resistance, heat
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capacity, and convective heat transfer coefficient of the state-space
model. The zone air temperature difference between the simulated
and measured values was less than 0.5 K (K), and the error of heat-
ing capacity was less than 7.7%. Junke Wang [6] and others estab-
lished a simplified model of a residential building and estimated all
the resistance and capacity parameters based on 63 consecutive
days of measured data. Zequn Wang [7] and others proposed a
modeling method in which a complex initial model based on phys-
ical principles was created first, and then the model structure was
simplified by gradually removing unrecognizable parameters. In
the simplification process, a genetic algorithm and asymptotic con-
fidence interval were used for parameter estimation of the model
to ensure the simplified model structure maintained the sufficient
fitting accuracy.

Optimizing the operation of building automation systems can
greatly reduce the energy consumption of building HVAC systems.
Traditional switch control, variable flow, variable water tempera-
ture, and other methods are no longer applicable, particularly for
low-temperature radiant floor heating systems-the thermal char-
acteristics of which are very different from traditional air-
conditioning systems. That means that the optimal control meth-
ods should also be proposed according to specific system perfor-
mance. At present, a most popular model predictive control
based on a rolling optimization of the target control function is
widely applied to a variety of control systems, and many research
results have shown that the application of a model predictive con-
trol (MPC) to many kinds of air-conditioning systems can help
those systems achieve good energy efficiency.

Feng J. et al. [8] compared the control effects of on–off control
and model-based adaptive predictive control in their study. The
model-based adaptive predictive control saved 25% and 55% of
the energy consumption of cooling pumps and cooling towers,
respectively. Schmelas M. et al. [9] proposed an adaptive predictive
control system based on multiple regression. Parameter informa-
tion such as outdoor air temperature, outdoor solar radiation, zone
air temperature, and floor surface temperature was collected to
predict the indoor heat gain at the next moment. Privara S. et al.
[10] applied a model-based adaptive control system in a low-
temperature radiant floor system, which saved 17%–24% of the
energy consumption compared to that of the conventional control
method based on outdoor temperature compensation. Pang, Xiu-
feng et al. [11] verified the effectiveness of an open-source MPC
toolchain developed for a radiant floor system by testing. The
results showed that the MPC control method reduced the system’s
chilled pump energy consumption by 42% and the cooling heat
load by 16%. Dongliang Zhang [12] developed a simplified dynamic
model of the radiant floor cooling and floor ventilation (RFCUV)
system, and experimentally verified the accuracy of the model.
Implementing MPC on the RFCUV system resulted in 17.5% energy
savings while maintaining the same or better indoor comfort level
compared to the PID controller. Li Anbang [13] established a
frequency-domain state-space model for a room cooled with a
low-temperature radiant floor and compared the control effects
of PID control, MPC control, and offline prediction + robust feed-
back control through simulation. Donghun Kim [14] developed a
full-order state-space model for a laboratory at Purdue University
and applied the balanced truncation method to reduce the order
of this linear constant model, resulting in a reduced-order model
(ROM) that reduces the model’s state variables by a factor of about
30 and the computational effort by a factor of three. Dong and Lam
[15] introduced a control method for building heating and cooling
based on the personnel-behavior model and local weather condi-
tion prediction. The experimental results showed that the energy
consumption under MPC control was 30.1% lower in the heating
season and 17.8% lower in the cooling season compared to the con-
ventional temperature setting control. Donghun Kim [16] proposed
2

an MPC algorithm for evaluating the energy-saving potential of a
rooftop air conditioning unit (RTU). Simulation results showed that
the MPC control method enabled the rooftop air conditioning unit
to achieve energy savings of 15%–30% in most climate zones.

Jianli Chen et al.[17] applied the MPC algorithm to the hybrid
ventilation systems, which maintained the thermal comfort and
achieved comparative energy saving. Kui Shan et al. [18] employed
the MPC algorithm to propose a direct chiller power limiting con-
trol strategy for decreasing the peak demand on the electricity.
Hangxin Li [19] proposed an online multiple-objective MPC control
strategy for zero energy buildings.

Most of the studies adopted a ‘‘bottom-up” approach, [20]
where the wall is defined as a 3R2Cmodel or other simplified mod-
els, and the thermal resistance and capacity of the model are
mostly identified from a large amount of experimental data. The
disadvantages of that approach are that bottom-up models tend
to ignore the dynamic performance of the entire system and that
the physical interpretation of the model is not sufficiently clear.
This paper proposes the state-space model of a radiant floor heat-
ing system without extensive experimental data and gains quite
excellent accuracy. The state-space model saves 76%-–95% of the
computation time compared to the Trnsys model, and the MPC
controller with rapid response and energy efficiency performance
compared with the PID controller is validated.

The unique contributions of this research include the following:

� Development of a state-space model of a variable-flow radiant
floor heating system.

� Comparison of TRNSYS and the state-space model for the low-
temperature radiant floor heating system.

� Establishment of a control simulation platform for the radiant
floor heating system with the air-source heat pump.

� Performance comparison of a PID controller and an MPC con-
troller for application to the radiant floor heating system with
the air-source heat pump.

� Validation of MPC controllers with rapid response and energy
efficiency performance compared to PID controllers.

Besides, the second part introduces the principles of TRNSYS
and state-space modeling. The third part of this paper introduces
the experimental platform for the low-temperature radiant floor
heating system for calibration. In the fourth part, the accuracy of
the state space model is verified by comparing simulated data
and experimental data. In the fifth and sixth parts, the operation
results of the PID and MPC control methods are compared and
investigated through simulation of the previously established
models. Finally, the paper proposes the optimal control method
for the radiant floor heating system suitable for residential
buildings.
2. TRNSYS model and State-space model

2.1. TRNSYS model

In the TRNSYS software Due to the spacing of the pipes, a two-
dimensional temperature field is created in the plane of the cross-
section of the low-temperature radiant floor. The supply and
return of water along the piping circuit can cause temperature
changes in the piping, which affects the temperature of the floor
structure in the z-direction. Therefore, a three-dimensional heat
transfer model must be considered when simulating a low-
temperature radiant floor system.

TRNSYS converts the triangular network structure of the core
layer of the radiant floor to an equivalent star network structure,
so the pipe structure can be represented by a single resistance,
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Rx,meaning that the resistance of each structural element depends
only on its heat transfer coefficient U value. Although the heat
transfer of the radiant floor is multi-dimensional, the thermal con-
ductivity through the upper and lower parts of the floor structure
can be calculated using a one-dimensional thermal conductivity
equation. Eq. (1) can be obtained after several simplifications and
conversions.

Rx ¼
dx � In dx

p�d
� �þP1

s¼1
g1 sð Þþg2 sð Þ

s

h i
2 � p � kb ð1Þ

The boundary conditions applicable to the above equation are:

di

dx
> 0:3and

d
dx

< 0:2

Therefore, the resistance Rx depends only on two geometric
variables: (1) the distance dx between the pipes and the pipe diam-
eter d, and (2) the thermal conductivity kb of the material layer in
which the pipes are located. The transition from the triangular net-
work to the star network leads to an additional temperature 0k at
the center point of the star network, as described in detail in
[21,22]. This temperature is equal to the average temperature of
the layer in which the pipe is located, where y = 0 (see Fig. 1). This
temperature is referred to as the core temperature.

The balanced equation for convective heat transfer in a room is
shown in Eq. (2), where the left side Qi of the equation represents
the total convective heat transfer of the air in the room, and the
right side of the equation represents the sum of all convective heat
transfer in the room, including the convective heat transfer
between the indoor air and the inner surfaces of each enclosure
Qsurf ;i; the heat transfer through the cracks of doors and windows
Qinf ;i; the convective heat transfer from the supplied air of the air
conditioning system Qvent; the convective heat transfer caused by
indoor personnel, equipment, and lights Qg;c;i; and the convective
heat transfer from the adjacent areas Qcplg;i.

Qi ¼ Qsurf ;i þ Qinf ;i þ Qvent þ Qg;c;i þ Qcplg;i ð2Þ
In the equation, the infiltration and ventilation volumes are

determined from the amount of air exchange per unit hour in each
region. Assuming that an equal amount of air leaves the room, the
increased energy in area i due to infiltration and ventilation is
shown in Eqs. (3) and (4):

_Qinf ;i ¼ _minf ;iCpðTa � TiÞ ð3Þ

_Qv;i ¼
Xnvent
k

_mv;k;iCpðTv;k � TiÞ ð4Þ
Fig. 1. The cross-section of the low-temperature radiant floor.
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Where _minf ;i is infiltration volume, _mv ;k;iis the mass flow rate of
ventilation k, Cp is the specific heat capacity of the air, Tv ;k is the air
temperature of ventilation k, Ta is the ambient air temperature.

The process of radiant heat exchange on the inside surface of a
window or wall in a room can be described as shown in Eq.5,
where the total radiant heat gain on the inside surface of the wall
(in the case of a wall) is shown on the left, and the sum of all radi-
ant heat transfer with the inside surface of the wall is shown on the
right.

Qr;wi ¼ Qg;r;i;wi þ Qsol;wi þ Qlong;wi þ Qwall�gain ð5Þ
where Qr;wi is the radiant heat gain at the temperature node of

the interior surface of the wall, Qg;r;i;wi is the radiant heat transfer
fraction of the indoor heat gain received by the interior surface
of the wall, Qsol;wi is the solar radiation received by the wall through
the window on the wall, Qlong;wi is the long-wave radiant heat
transfer between the wall and other interior surfaces and windows,
and Qwall�gain is the internal radiant heat gain of a user-defined wall
or window. All of the above terms are given in kilojoules per hour
(kJ/h).

In addition to the coefficients of the transfer function, the heat
transfer coefficient matrix of the wall should also take into account
the convective heat transfer coefficients (ai, ao) on the inner and
outer surfaces of the wall, and the total heat transfer coefficient
of the wall should be calculated based on the convective heat
transfer coefficient and the thermal conductivity of the wall U.

The long-wave radiant heat exchange between the inner sur-
faces of the walls and the convective heat exchange between the
inner surfaces and the air node in the room are estimated approx-
imately based on the star network structure given by Seem, [23] as
shown in Fig. 2. This method uses an assumed temperature node
(Tstar) to calculate the convective heat transfer between the air
node and the interior surfaces of the walls, as well as the radiative
heat transfer between the interior surfaces of the walls. The model
shows good agreement for surface temperatures when compared
to the detailed architectural model JOULOTTA, [24] developed in
the research by Lund University in Sweden. However, there are sig-
nificant differences with the calculation results with the single-
node model using a combination of convective and radiative heat
transfer coefficients (IEA Task 13 report [25]).

A two-band solar radiation model for windows was introduced
that differs mainly in terms of short-wave solar radiation. The vis-
Fig. 2. The heat transfer model of a star network structure with three inner
surfaces.
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ible radiation can be obtained using Eq. (6). Then the invisible part
of solar radiation can be calculated using Eq. (7). The model reads
the visible-light transmittance and reflectance of the front and
back glass layers of the window from the W4-library.

Idif ;visual ¼ 0:466Idif ;solar ð6Þ

Idif ;non visual ¼ ð1� 0:466ÞIdif ;solar ð7Þ
For the calculation of the long-wave radiation exchange, it is

assumed that all interior surfaces of the room are black. The heat
radiated by long-wave radiation from the interior surfaces of the
room is distributed according to the area ratio. Eq. (8) is used to
calculate the proportion of the internal long-wave radiation
absorbed by the surfaces:

f 1;s ¼
AsP

surfacesAs
ð8Þ
2.2. State-space model

State-space models are dynamic time-domain models with
implied time as the independent variable. State-space models not
only reflect the internal state of a system but also reveal the con-
nection between the internal state of the system and external
input and output variables. This shift from variables to vectors is
more suitable for modeling multiple input and output variables.
The state-space model can describe the state of the system in the
most careful form of present and past information, thus, it does
not require large amounts of historical data, which saves time
and effort.

The heat transfer process from the inner to the outer surface of
the capillary pipe can be considered as a thermal conduction pro-
cess through the cylinder wall. Examining a cylinder wall with
internal and external diameters do and di, the problem is one-
dimensional heat conduction along the pipe radius, and the ther-
mal conductivity of the capillary pipe is constant. In steady-state
conditions, the density of heat flow at different radii is inversely
proportional to the radius, but the heat flow through the entire
cylinder wall is constant and does not vary with the radius. The
thermal resistance of heat transfer through the entire cylinder wall
is defined as in Eq. (9).

Rr ¼ dx � Inðdo=diÞ=2pkr ð9Þ
Since there is a temperature gradient with z-direction through-

out the radiant floor, the temperature of each structural layer of
the radiant floor gradually decreases along the direction of heat
transfer from the layer where the capillary is located. However,
the results of the cross-sectional temperature distribution of the
radiant floor based on FEM simulations show the existence of a
core temperature layer near the buried pipe layer, in which the
temperature is almost constant at the temperature Tc. The resis-
tance to thermal conductivity from the outside surface of the pipe
to the core temperature layer Tc is expressed by Rx. Rx is consid-
ered to be determined geometrically, and the temperature of the
structural layer within 1/3*dx from the center of the capillary pipe
is considered to be Tc. Based on the calculation of the thermal con-
ductivity process, Eq. (10) can be obtained.

Rx ¼ dx � ð1=3Þ � ðdx=p � doÞ=2pkx ð10Þ
At structural layers other than the core temperature layer, heat

transfer can be viewed as a one-dimensional thermal conduction
process along the z-direction. The structural layer above and below
where the capillary pipe is located is covered with layers of back-
fill, decking, insulation, and flooring. To describe the dynamic ther-
mal properties of each construction in as much detail as possible,
4

the 2R1C network structure is used to represent the heat transfer
process for each structural layer. The above-mentioned Rr, Rx,
and other thermal resistors (R) and capacitances (C) are calculated
based on the thermophysical properties of related materials.

A two-dimensional steady-state model of the low-temperature
radiant heating floor layer has been established in many studies,
assuming that the temperature in the water pipe is the average
water temperature (Tw), and the temperature difference between
the supply and return water is ignored. Since this study sought
to investigate the optimal control strategy for radiant heating
floors, it was necessary to model the heat transfer between the
supply and return water along the direction of water flow in the
pipes to facilitate coupling with the inlet and outlet water temper-
ature of the air source heat pump. Rz in Fig. 3(a) represents the
heat transfer resistance of the supply and return water tempera-
ture along the direction of water flow, which is calculated by Eq.
(11). Rw represents the convective heat transfer resistance
between the water with average temperature and the inner surface
of the pipe, and the water flow is in the laminar state according to
the flow rate inside the pipe. According to the principle of calculat-
ing the convective heat transfer coefficient in the pipe, the equa-
tion for calculating Rw is shown as follows. The differential
equations of heat transfer of the capillary mat floor heating are
shown in Eqs. (12)–(18). The dynamic state-space model of the
variable-flow radiant floor is built providing the potential of its fur-
ther application of variable-flow operation.

Rw ¼ 1=Nu � kw � p � L � dx � L ð11Þ

Rz ¼ 1

_msp � c � 1� exp � _msp � c � Rw þ Rr þ Rx þ 1
U1þU2

� �� ��1
� �� 	

� Rw þ Rr þ Rx þ 1
U1 þ U2


 �
ð12Þ

Cw
dTw

ds
¼ Tws � Tw

Rz
þ Tp � Tw

Rw
ð13Þ

C
dTpc

ds ¼ Tc � Tpc

Rx
þ Tp � Tpc

Rr
ð14Þ

Cf4
dTf4

ds
¼ Ts1 � Tf4

Rf7
þ Tf3 � Tf4

Rf6 þ Rf5
ð15Þ

Cf3
dTf3

ds
¼ Tc � Tf3

Rf4
þ Tf4 � Tf3

Rf6 þ Rf5
ð16Þ

Cf5
dTf5

ds ¼ Tc � Tf5

Rf8
þ Tf6 � Tf5

Rf9 þ Rf10
ð17Þ

Cf6
dTf6

ds
¼ Tf7 � Tf6

Rf11 þ Rf12
þ Tf5 � Tf6

Rf9 þ Rf10
ð18Þ

The state-space model of the thermal conductivity process of
the wall was developed based on the thermophysical properties
of the structural materials. Unlike the previous method of param-
eter identification to determine the values of thermal resistance R
and thermal capacity C, the resistance R and capacity C for all these
structural layers of the wall are determined based on parameters
such as the thermal conductivity, density, specific heat capacity,
and geometry of the material. Fig. 3(b) shows a simplified sche-
matic diagram of the thermal conductive state-space model for
an interior wall. The differential equations of heat transfer of the
exterior walls and interior partitions are shown in Eqs. (19)–(21).



(a) The heat transfer of the capillary mat heating floor 

(b) The thermal conductive process through a wall 

(c) Convective heat transfer process of the indoor air node

(d) The radiant transfer process among all the inner surfaces of enclosures 

Fig. 3. Heat transfer process of the state-space model.
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The modular state-space model of the building envelopes can
greatly simplify the process of the model configuration by merely
changing the wall areas with different geometry size.

C1
dT1

ds
¼ Ts2 � T1

R11
þ T2 � T1

R12 þ R21
ð19Þ

Ci
dT i

ds
¼ T i�1 � T i

Rði�1Þ2 þ Ri1

þ Tiþ1 � T i

Ri2 þ Rðiþ1Þ1
ð20Þ

C5
dT5

ds
¼ Ts1 � T5

R52
þ T4 � T5

R42 þ R51
ð21Þ

Where i = 2,3,4.
Convective heat exchange exists between the zone air and the

interior surfaces of the enclosure, including floors, ceilings, and
all the walls. Convective heat transfer resistor (Rc) is related to
the interior surface temperature of the wall and the form of an
indoor airflow organization. Based on the results of the previous
study, the value of the convective heat transfer resistance between
each interior surface and the zone air was determined. The state-
space model for the convective heat transfer process at the zone
air nodes is shown in Fig. 3(c). The calculation of the convective
heat transfer through the window and door gaps was based on
the number of air changes, which is illustrated in the upper part
of the figure. The differential equations of heat transfer of indoor
air are shown in Eq. (22).

Cair
dTair

ds
¼ Ts1 � Tair

Rair�floor
þ Ts2 � Tair

Rair�wall2
þ Ts3 � Tair

Rair�wall3

þ Ts4 � Tair

Rair�wall4
þ Ts5 � Tair

Rair�wall5
þ Ts6 � Tair

Rair�wall6
þ q

infiltration
ð22Þ

The radiant heat exchange between the floor and other interior
surfaces is the dominating form of heat transfer in rooms equipped
with the low-temperature radiant floor compared to conventional
air conditioning. The inner surfaces of the envelopes are heated by
the floor through radiant heat exchange, with each interior surface
and the subsequent convective heat exchange between each inte-
rior surface and the indoor air causing the zone air temperature
to rise. As opposed to most of the previous studies, in which the
process of radiant heat exchange between the interior surfaces is
linearized, the radiant heat transfer module in Simulink can
directly characterize the heat transfer process by entering the
parameters of area, angle coefficient, and Stefan Boltzmann’s con-
stant. Fig. 3(d) shows a schematic of the state-space model of
radiative heat exchange between six interior surfaces of the exper-
iment room. The differential equations of heat transfer of the
envelope internal surfaces are shown in Eqs. (23)–(28). The heat
transfer resistors between the envelop surfaces are linearized,
and the specific linearized method refers to the research by Kim
Donghun [14].

0 ¼
X6
i¼2

Tsi � Ts1

R1i
þ Ts2 � Ts1

R12
þ Ts3 � Ts1

R13
þ Ts4 � Ts1

R14

þ Ts5 � Ts1

R15
þ Ts6 � Ts1

R16
þ Tair � Ts1

Rair�floor
þ qs1 ð23Þ

0 ¼
X6
i¼3

Tsi � Ts2

R2i
þ Ts1 � Ts2

R12
þ Tair � Ts2

Rair�wall2
þ qs2 ð24Þ

0 ¼
X6
i¼4

Tsi � Ts3

R3i
þ
X2
i¼1

Tsi � Ts3

Ri3
þ Tair � Ts3

Rair�wall3
þ qs3 ð25Þ
6

0 ¼
X6
i¼5

Tsi � Ts4

R4i
þ
X3
i¼1

Tsi � Ts4

Ri4
þ Tair � Ts4

Rair�wall4
þ qs4 ð26Þ

0 ¼
X4
i¼1

Tsi � Ts5

Ri5
þ Ts6 � Ts5

R56
þ Tair � Ts5

Rair�wall5
þ qs5 ð27Þ

0 ¼
X5
i¼1

Tsi � Ts6

Ri6
þ Tair � Ts6

Rair�wall6
þ qs6 ð28Þ

_x tð Þ ¼ Ax tð Þ þ Bu tð Þ

_y tð Þ ¼ Cx tð Þ þ Du tð Þ

x ¼ x1x2x3 � � � xP½ �T

u ¼ u1u2u3 � � �un½ �T

y ¼ y1y2y3 � � � yq
� 
T

A;B;C;D ¼ f R;Cð Þ ð29Þ
Where x(t) is the state variables, u(t) is the input variables, and

y(t) is the output variables. p is the number of the state variables, n
is the number of the input variables, and q is the number of the
output variables. After the above differential equations of the con-
vective and radiant heat transfer of all the building envelope sur-
faces and indoor air combined, the state space representation
model of the radiant floor heating systems is illustrated in Eq.
(29). The matrices A, B, C, D of the linear and time-invariant system
are built by calculated the resistors, capacitances, and the geome-
try size. According to the input and state variables, the output vari-
ables of the system can be obtained.

3. The experiment platform

The experimental platform for validation was developed to cal-
ibrate the TRNSYS model and the state-space model. The plan dia-
gram of the experimental platform is shown in Fig. 4. The
experimental platform is in the form of a typical residential unit,
including three bedrooms, a living room, a kitchen, and a balcony.
The capillary radiant floor was installed only in the three bedrooms
and the living room. The experimental platform is mainly com-
posed of an air source heat pump, water distribution system, water
pump, capillary radiant heating floor, experimental data acquisi-
tion system, and control system for the experimental platform as
shown in Fig. 5.
Fig. 4. The plan diagram of the experimental platform.



Fig. 5. The system diagram of the experimental platform.

Table 1
Details of the experimental instruments.

Instrument Model Measuring range Precision

Ultrasonic heat and cold
meters

UHM-015 2–95 �C ±0.01 �C
0.03m3=h ~ 3.0m3=h ±0.001m3=h

T-type thermocouples / �40~+125 �C ±0.5 �C
Agilent data collectors Agilent �200~+350 �C /
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This experimental bench is equipped with capillary modules of
heat-resistant polyethylene pipe (PERT) with a diameter of 5 mm
and a wall thickness of 0.9 mm. The diameter of the capillary trunk
pipe is 20 mm and the wall thickness is 2 mm, according to the
pipe size defined while building the state-space model of the radi-
ant floor. Fig. 8 shows the system diagram of the experimental
platform. An air-source heat pump was selected as the heat source
to supply hot water to the experimental system. The water distri-
bution system includes a water pump, a flow splitter, a flow mixer,
and four electric valves that control the hot water transfer along
the water pipe.

The lab bench’s data acquisition system consists of T-type ther-
mocouples, an Agilent data acquisition instrument, heat meters, a
heat meter communication acquisition system, a Honeywell data
monitoring system, and an outdoor weather station, among other
equipment. The data acquisition system mainly collects interior
wall surface temperatures, radiant floor surface temperatures, ver-
tical zone air temperatures, water temperatures, and supplying
heat. In this study, T-type thermocouples were used to measure
the vertical zone temperatures and surface temperatures. The mea-
sured temperature points of the interior surfaces of walls, includ-
ing walls, floors, and ceilings, are ‘‘plum-shaped”. A separate
temperature measurement point was placed for windows or doors.
A vertical line was suspended from the ceiling of the room to mea-
sure the vertical zone air temperature gradient for calibrating the
zone temperatures of the built models. The thermocouple was
applied to the inner surface of the enclosure to measure the surface
temperature for validating the average interior wall surface tem-
peratures, and all the wall thermocouple probes were covered with
tin foil to avoid the effect of radiant heat transfer on the accuracy of
the measurement results.

During the experiments, data such as supply and return water
flow rates and temperature in each room were collected as the
input parameters of the radiant floor model. Real-time supply
7

and return water temperature of the air source heat pump can
be recorded through the PC-based IoT management system when
networked. Instrumentation used during the experiments included
ultrasonic heat meters, T-type thermocouples, and Agilent data
collectors. Details are shown in Table 1.

As shown in the flow chart in Fig. 6, the experimental platform
was developed and applied to calibrate the proposed models. The
measurement data, including water temperature, water flow,
weather data, zone temperature, and surface temperatures of the
envelopes were compared with simulation data of the two models
to validate the agreement between them. The control method opti-
mization is supposed to be conducted after the successful model
calibration through the simulation platform that was developed.
4. Model calibration

To verify the accuracy of the TRNSYS model and state-space
model, the experimental data were compared with the simulation
data of the two models under the same operational conditions. To
verify the dynamic performance of the model, the setpoint of the
zone air temperature in the test condition fluctuated throughout
the day. When the air-source heat pump was shut down and
stopped supplying heat at 8:00 a.m., the zone air temperature
decreased. When the air-source heat pump ran to supply hot water
34972A



Fig. 6. The flow chart of the research.
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to the radiant floor at 6:00p.m., the zone air temperature warmed.
The zone air temperature was always increasing or decreasing
since the thermostat has a ‘‘dead zone” where the zone air temper-
ature fluctuates between Tset ± 0.5 �C; this provided the potential
to verify the models’ dynamic performance.

This study conducted a comparative analysis of two indicators—
the floor surface temperature and the zone air temperature-to ver-
ify the accuracy of the models. The floor surface temperature is an
indicator that directly reflects the reliability of the low-
temperature radiant heating floor model, while the zone air tem-
perature was the control target variable of the experimental
system.

Fig. 7 shows a comparison of the experimental and simulated
data for the floor surface temperature in the four experimental
rooms. The blue line represents the experimental data, the orange
line represents the simulated data from the TRNSYS model, and the
green line represents the simulated data from the state-space
model. The simulation results of the floor surface temperature of
the four rooms were in good agreement with the experimental
data because the floor surface temperature was mainly influenced
by the radiant floor configuration and the temperature and flow
rate of the water supply and return. Therefore, the floor surface
temperature was barely influenced by other factors such as wind
infiltration, solar radiation, and outdoor meteorological parame-
ters, ensuring that the above input parameters of the floor in the
model were consistent with the experimental conditions.

A comparison of the experimental and simulated data of zone
air temperature in the four experimental rooms is shown in
Fig. 8. In general, the experimental and simulated values of zone
air temperature agreed well with each other. During the periods
of 0:00–8:00 and 18:00–24:00, when the air source heat pump
8

was in operation, the experimental and simulated data of zone
air temperature were almost consistent. During the period of
8:00–18:00, when the air source heat pump was in the shutdown
state, the zone air temperature started to decrease gradually,
owing to the influence of outdoor meteorological parameters. A
small discrepancy appeared between the experimental and simu-
lated data due to the simplification of the radiation heat transfer
model of the window, resulting in the received solar radiation load
in the room being inconsistent with the experimental conditions.
Also, the infiltration load through the door and window cracks
was roughly estimated from the design values, which is one reason
why the simulated zone air temperature deviated little from the
experimental values. It should be noted that Room 2 has south ori-
entation, so it received the most daily solar radiation compared
with other rooms. Thus, the simplification of the window model
caused the biggest error in the simulation of Room 2. This should
be considered in future work; a more accurate window model is
proposed to achieve better agreement between the experimental
platform and the simulation models.

ERR ¼
XN
k¼0

ðTtrnsys=statespacemodel � TexperimentÞ=N
RMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
k¼0

ðTtrnsys=statespacemodel � TexperimentÞ2=N
vuut

Table 2 shows the ERR and RMS between experimental and sim-
ulated values for the floor surface temperature and the zone air
temperature for the whole day. The mean errors for the floor sur-
face temperature of the TRNSYS and state-space models were in



Fig. 7. Comparison of the experimental and simulated data of the floor surface temperature.

Fig. 8. Comparison of experimental and simulated data of zone air temperatures.
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the range of �0.24–0.17 and �0.37–0.12, respectively. The root
mean squared error was in the range of 0.53–0.84 and 0.36–0.74,
respectively. The mean errors for the zone air temperature of the
TRNSYS and state-space models were in the range of 0.04–0.71
and �0.09–0.26, respectively. The root mean square error was in
the range of 0.16–0.89 and 0.20–0.52, respectively. The average
9

values of ERR and RMS for the four rooms from 0:00–24:00 show
that the errors of the two models are within the allowable range
and that the state-space model is a little more accurate.

State-space models save a great deal of computational time
compared to TRNSYS models. As shown in Table 3, the state-
space model saves 76%~95% of the computation time compared



Table 2
Mean error (ERR) and root-mean-square error (RMS) for the floor surface temperature and the zone air temperature.

Tfloor ERR (�C) RMS (�C)

Trnsys model State-space model Trnsys model State-space model

Room 1 0.17 0.12 0.53 0.36
Room 2 0.08 �0.37 0.80 0.73
Room 3 0.12 �0.29 0.84 0.74
Room 4 �0.24 �0.31 0.66 0.71
Average 0.03 �0.21 0.71 0.63

Tzone ERR (�C) RMS (�C)

Trnsys model State-space model Trnsys model State-space model
Room 1 0.26 0.07 0.39 0.20
Room 2 0.71 0.26 0.89 0.52
Room 3 0.39 �0.09 0.54 0.30
Room 4 0.04 0.04 0.16 0.22
Average 0.35 0.07 0.50 0.31

Table 3
Comparative analysis of the computational time of the state-space model and Trnsys model.

Step size 5 min 10 min 30 min

Simulation time 30 days 365 days 30 days 365 days 30 days 365 days

State space model 1 s 5 s 1 s 3 s 0.783 s 1 s
Trnsys model 10.69 s 98.44 s 6.17 s 51.19 s 3.24 s 18.41 s
Relative ratio �91% �95% �84% �94% �76% �95%
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to the Trnsys model, which is particularly suitable for simulating
large buildings and long-term simulation.

5. Design of control systems

5.1. PID controller

As one of the earliest control algorithms developed, PID control
has been used widely in industrial control systems due to its sim-
ple algorithm, great robustness, and reliability. About 90% of con-
trol systems still use a PID controller today. In simple terms, the
control deviation is formed according to the given value and the
actual output value and is proportional, integral, and differential
by linear combination to form the output variable to adjust the
controlled object.

In this study, the PID algorithm was applied to control the sup-
ply water temperature of the air source heat pump to operate in
variable heating capacity according to the real-time heat load.
The supply water temperature of the air source heat pump was cal-
culated according to Eq. (30). The controlled variable and manipu-
lated variable are zone air temperature and supply water
temperature of the air source heat pump.

The Ziegler-Nichols rule, as an empirical method of PID con-
troller parameter tuning, aims to meet the step response of the
controlled system with an overshoot of 25%. The radiant floor heat-
ing system, like most industrial control processes, can be described
simply as a first-order inertial system with delay. If the time con-
stant T, gain K, and lag time s of the model is known, the PID
parameters can be calculated using the Ziegler-Nichols tuning
equation, and the specific PID parameter tuning is finished by
MATLAB Simulink. The step response test of the radiant floor heat-
ing system is conducted with a simulation platform under typical
working conditions. The gain constant K is 24.8, the time constant
T is 12 h, and the lag time s is 0.5 h. The schematic diagram of the
PID control system is shown in Fig. 9.

uk�1 ¼ Kp ek�1 � T
Ti

Xk�1

j¼0

ej þ Td

T
ðek�1 � ek�2Þ

( )
ð30Þ
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Where ek�2 ek�1 ek are the difference between the zone air tem-
perature and the zone air temperature setpoint at the k-2 k-1 and k
moment. uk�1 is the incremental frequency of the compressor. k is
the sampling sequence where Kp = 1.16, Ti = 1 h, Td = 0.25 h, and
the sampling time is 300 s.
5.2. MPC controller

Model predictive control (MPC) is an advanced class of control
in which the current control action is obtained at each sampling
step by solving a finite-time domain open-loop optimal control
function. The current state of the system is used as the initial state
of the optimal control function, and the solved optimal control
sequence only performs the first control action, which is the big-
gest difference between it and those algorithms that use precom-
puted control laws. Essentially, model predictive control solves
an open-loop optimal control problem, of which the idea is inde-
pendent of the specific model but the implementation is model-
dependent. Model predictive control normally consists of four
basic components: a predictive model, feedback correction, rolling
optimization, and reference trajectory. The most important part is
the predictive model, which is capable of predicting the future
dynamic behavior of the system. That is, it is possible to predict
the output at the k + 1 moment based on the state of the system
and the input variable at the k moment. Here, the input variable
at the k moment is exactly what is used to control the output of
the system at the k + 1 time so that it maximally approximates
the expected value at the k + 1 moment. Hence the emphasis is
on the predictive role of the model rather than the form of the
model.

The MPC controller maintains the zone air temperature at the
setpoint by regulating the supply water temperature of the air
source heat pump. The designed MPC algorithm calculates the
optimal control signal at the current moment based on the thermal
characteristics of the predictive model in the Np time domain. At
subsequent moments, the cycle of the above procedure continues
to optimize the output control signal to achieve the stable opera-
tion of the system, which is the so-called rolling optimization pro-
cess. In this study, the outdoor air temperature was assumed to be



Fig. 9. The schematic diagram of the PID and MPC controller systems.
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a predictor variable, while other parameters such as solar radiation
and water temperature of the air source heat pump were non-
monitorable variables. The optimal predicted supply water tem-
perature of the air source heat pump at the current moment was
given after the calculation of the MPC controller.

In this study, the MPC controller was designed in MATLAB. In
the model identification process, the predictive model was first lin-
earized to obtain the linearized target model. The MPC controller’s
target function is shown in Eq.34, where Tz;setðkþ iÞ is the setting
value of zone air temperature at the k + i moment, and Tzðkþ iÞ
is the value of zone air temperature predicted by the MPC con-
troller at k + i moment. uðkÞ;uðkþ 1Þ; � � � ; ðkþ Np � 1Þ is the calcu-
lated value of the output variables of the controller at the current k
moment and the predicted output variables in the time domain Np
range, which represents the supply water temperature of the air
source heat pump. / ðiÞ and rðiÞ denote the weights of eliminating
the static difference of zone air temperature and the changing rate
of the supply water temperature of the air-source heat pump,
which was kept as default values 3 and 1 respectively for the
achievement of the rapid response and energy efficiency.

xkþ1jk ¼ Axk þ Buk ð31Þ

xkþ2jk ¼ Axkþ1jk þ Bukþ1jk ¼ A2xk þ ABuk þ Bukþ1 ð32Þ

xkþNpjk ¼ AxkþNp�1jk þ BukþNp�1jk

¼ ANpxk þ ANp�1Buk þ � � �ABukþNp�2 þ BukþNp�1 ð33Þ

JðuðkÞ;uðkþ 1Þ; � � � ; ðkþ Np � 1ÞÞ ¼
XNp

i¼1

½

/ ðiÞ Tz;set kþ ið Þ � Tz kþ ið Þð Þ2

þ rðiÞu kþ i� 1ð Þ2�

umin � uðkþ i� 1Þ � umax ð34Þ
The newly created scenarios were used to debug the response

performance of the defined MPC controller displaying how long
the zone air temperature will return to steady-state. These observ-
able variables such as outdoor air temperature and uncontrollable
variables such as solar radiation under a step or pulse input are
treated as the boundary conditions. The responsive performance
11
of the MPC controller can be tuned in the toolbox by setting the
prediction horizon and control horizon. In addition, the perfor-
mance of the MPC controller can be varied by adjusting the state
estimation from slower to faster and the closed-loop performance
from robust to aggressive, so the designed MPC controller can
achieve the best operational results by applying the predictive
algorithms. The schematic diagram of the MPC controller system
is shown in Fig. 9.

The PID controller and MPC controller discussed above are both
designed by MATLAB combined with the state-space model of the
experimental rooms previously built. Then the simulation platform
for the control system of the low-temperature radiant floor heating
system is constructed. The state-space model of the four rooms
involves a total of 365 R and 143C modules to express the heat
transfer of all the envelope structures. In this study, the state-
space model of a single room was chosen as the predictive model
of the controller to measure the response performance of the two
controllers and evaluate their advanced application to a low-
temperature radiant floor heating system.

6. Results analysis

The PID and MPC controller was designed for the rapid response
and energy efficiency of the radiant floor intermittent heating sys-
tem with an air source heat pump. The air-source heat pump was
turned off during the daytime with no people in the residential
buildings, and it was turned on from 18:00 to 8:00 when the room
was occupied.

The simulation results of air temperature, water supply temper-
ature, and energy consumption of the air source heat pump for
10 days when the PID controller was running are shown in
Fig. 10. And the red wireframe indicates the period of 18:00–
8:00 when the heat pump was on operation, and the heat pump
was turned off during the time of 8:00–18:00 when residential
buildings were not occupied. As can be seen, the zone air temper-
ature fluctuated frequently from 21.7 �C to 22.5 �C due to the large
time lag characteristics of the radiant floor system. During the
whole operation phase, the water temperature of the heat pump
fluctuated from 35 �C to 55 �C. In the heat pump shutdown phase,
the water temperature of the air source heat pump naturally
cooled to a minimum of about 20 �C. The energy consumption
power of the heat pumpwas between 3.7 and 4 kW during the heat
pump operation phase.



(a) Zone air temperature 

(b) Supply water temperature 

(c) Energy consumption 

Fig. 10. Simulation results of zone air temperature, supply water temperature, and energy consumption with the PID controller in operation.
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As shown in Fig. 11, the simulation results of zone air temper-
ature, water supply temperature, and energy consumption of the
air source heat pump for 10 days when the MPC controller was
running. As can be seen, the zone air temperature can be stabilized
at about 22 �C after the heat pump was running steadily, except
when the zone air temperature reached a maximum of 22.3 �C at
the start-up period of the heat pump. The water temperature of
the heat pump was maintained at about 30℃ during the daytime
to relieve the peak load of the heat pump when it was just turned
on. During the warming response phase, the zone air temperature
can reach the setpoint quickly because of the reduced heat load of
the heat pump. Besides, the water temperature of the heat pump
was reduced to about 35–45 �C after the system was running stea-
dily. When the heat pump water temperature was maintained at
around 30 �C, the energy consumption power of the heat pump
was around 1.5 kW to 2 kW. In the stable operation phase, the heat
12
pump can maintain the energy consumption power at around
2.8 kW operation, except for the short-time start-up period of
the heat pump where the load reached up to around 3.7 kW.

In general, maintaining the water temperature of the heat pump
at about 30 �C during the daytime can effectively reduce the peak
load of the heat pump during the start-up phase, while greatly
reducing the response time of the zone air temperature of the large
time lag radiant floor system. As shown in Fig. 12, the response
time of zone air temperature with the MPC controller on the oper-
ation was 70 min and that of the PID controller was 160 min. The
MPC controller reduced the response time by about 90 min com-
pared with that with the PID controller, a reduction of approxi-
mately 56%. Since the PID controller is designed for a certain
operating condition, it cannot change the controller performance
with the changed heat load. In contrast, the MPC controller can
better adapt to the change of building load, running at high water



(a) Zone air temperature 

(b) Supply water temperature 

(c) Energy consumption 

Fig. 11. Simulation results of zone air temperature, supply water temperature, and energy consumption with the MPC controller in operation.

Fig. 12. Comparative results of zone air temperature with the PID controller and
the MPC controller in operation.
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temperature during the start-up phase to achieve rapid warming of
the zone air temperature and keeping lower water temperature
during the system stabilization phase, which effectively reduces
the energy consumption of the heat pump. As shown in Table 4,
the MPC controller can effectively reduce energy consumption by
14.9% and improve the COP of the air source heat pump by 24.5%
compared with the PID controller.
Table 4
Comparison of the energy consumption, heat supply, and COP of the air-source heat
pump with the PID and MPC controller in operation for 10 days.

Controller PID MPC Relative percentage

Energy consumption (kWh) 134 114 �14.9%
Heat supply (kWh) 528 560 6.0%
COP 3.9 4.9 24.5%
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7. Conclusion

In this study, the TRNSYS model and state-space models of an
experimental platform of typical residential buildings in hot sum-
mer and cold winter zones were built. The study examined the
indoor convective heat transfer process, short-wave radiant heat
transfer among interior envelope surfaces, long-wave solar radia-
tion, and complicated heat transfer model of the capillary mat radi-
ant floors. The heat transfer processes were presented by many
resistors and capacitors according to the thermal characteristics
of the materials and geometry configuration. Development of the
state-space model can simplify the complexity and longevity, and
ensure the accuracy of the model configuration of the building
envelopes without selecting and applying extensive measurement
data, which provide the potential of a software framework for MPC
in buildings. And the state-space model of the variable-flow radi-
ant floor heating was proposed. The average errors between simu-
lated and the experimental data in terms of the zone air
temperatures and radiant floor surface temperatures were only
�0.21~0.07 �C. The state-space model saves 76%~95% of the com-
putation time compared to the Trnsys model, particularly suitable
for large volumes and longtime building simulations. After the con-
trolling simulation platform of the capillary radiant floor heating
system was created by MATLAB, the PID and MPC algorithms were
then applied to the controller of the supply water temperature of
the air source heat pump to validate the model predictive control
method suitable for the radiant floor heating system which has
big inertial and time lag. The zone air temperature was kept at
22 �C by the MPC controller, while that of the PID controller fluctu-
ated at 21.7 to 22.5 �C. The response time of zone air temperature
with the MPC controller on the operation was reduced by about
90 min compared with that with the PID controller, a reduction
of approximately 56%. The MPC controller can effectively reduce
energy consumption by 14.9% and improve the COP of the air
source heat pump by 24.5% compared with the PID controller,
owing to the better adaptive performance of the MPC controller
with the building heat load.
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