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A B S T R A C T

Fuel cell-heat engine hybrid system is a relatively new discipline which proposes to utilize the excess high-
temperature heat of the fuel cell as the heat source for the heat engine. This paper is concerned with a ther-
modynamic analysis of a molten carbonate fuel cell-SCO2 Brayton hybrid system to optimize its performance
based on a list of criteria. Four objective functions are considered, including energy efficiency, power density,
exergy destruction rate density and ecological function density, to study the influence of four main parameters,
including compressor inlet temperature and turbine inlet temperature of the Brayton cycle, and interconnect
plate area and current density of the fuel cell, on the performance of the hybrid cycle. The strong conflict
between the objective functions necessitates a multi-objective optimization procedure and, therefore, three
scenarios are proposed, each takes into account a combination of three of these objective functions. The multi-
objective evolutionary method integrated with non-dominated sorting genetic algorithm is used to obtain Pareto
optimal frontiers. Finally, three efficient decision-making tools including TOPSIS, LINMAP and Fuzzy are em-
ployed by means of which the best answers in each case scenario are selected.

Examining the Fuzzy method results for example, in the first scenario, which doesn’t consider power density,
ecological function density and exergy destruction rate density meet their optimum values, 1.314 and
0.3864 kW/m2, respectively. However, energy efficiency falls by 10% compared to its maximum, which occurs
in the third scenario (0.6676), where ecological function density isn’t included, and power density drops by 25%
compared to its own in the second scenario (2.2783 kW/m2), where energy efficiency is not. This indicates the
strong confliction between the objective functions and also the necessity of this kind of analysis. However, the
first scenario would roughly provide the best condition for the system if one wanted all the objective functions to
be optimum all together.

1. Introduction

Fuel cells (FCs) have been the main subject of many studies during
the last decades stemming from an increasing worldwide concern on
environmental pollution, global warming, and energy sources. In ad-
dition to their inherently clean, efficient, and reliable services, FCs are
capable of being coupled with different thermal cycles providing more
efficient options. Various types such as solid oxide fuel cell (SOFC),
molten carbonate fuel cell (MCFC), proton exchange membrane fuel
cell (PEMFC), phosphoric acid fuel cell (PAFC) and direct carbon fuel
cell (DCFC) are examined and represented in the literature [1–5].
However, these systems can still be examined from different points of

view. Thermodynamic evaluation and numerical investigation on
thermal performance can be a perfect tool for identifying the ways of
improving the efficiency of thermal systems [6–10]. Zhao et al. [1]
developed a thermodynamic model to study an irreversible SOFC, using
the theory of electrochemistry and non-equilibrium thermodynamics.
Zhang et al. [3] analyzed MCFC form thermodynamic-electrochemical
point of view and derived useful expressions for computing main
parameters of the fuel cell, including cell voltage, power output, effi-
ciency, and entropy production rate. They also used a multi-optimiza-
tion method enabling to consider the energy efficiency and power
output concurrently.

To further grow FCs’ future market, different solutions have been
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investigated. As one with the most promising results, hybridization of
fuel cells has been advanced by which excessive heat rejected of high
temperature is recovered in order to improve the energy efficiency. It
has been shown that different configurations of fuel cell-heat engine
hybrid systems are practicable [11–30]. SOFC and MCFC work at high
temperature and, therefore, are more appropriate for these applica-
tions. Zhang et al. [16] developed a model taking into account multi-
irreversibilities of a hybrid MCFC-heat engine system and their influ-
ence on the performance of the system. In a similar manner, the optimal
performance of a hybrid system consisting of MCFC and gas turbine was
discussed by determining the power output and efficiency expressions
[18]. Chen et al. [21] studied an MCFC-Stirling engine hybrid system
and showed the efficiency improvement of the hybrid system because of
the coupling. They also investigated the performance dependency of the
hybrid system to main operating conditions, including operating tem-
perature, partial pressure of gases in anode and cathode and operating
pressure. The upper and lower bounds of the objective functions were
determined as well. In another study, Zhang et al. [26] developed a
model describing the general characteristic of an MCFC-gas turbine
hybrid system with direct internal reforming. In the proposed system,
the auxiliary burner served as a high-temperature heat reservoirs of the
Brayton cycle.

Among the different configurations, conventional Brayton cycle has

been proved to be one of the most practical bottom-cycle. Since these
systems are more compact compared with steam systems lower capital
cost is required. In SCO2 Brayton cycles, CO2 above its critical point is
applied as the working fluid. Due to thermodynamic conditions of the
working fluid, there is significant decrease in compressor work, which
results in higher efficiency of the cycle. Some of the studies conducted
on hybrid MCFC-SCO2 Brayton heat engines are represented in Refs.
[31–35]. In Refs. [31,32], SCO2 and air Brayton-MCFC hybrid systems
are compared and it was observed that SCO2 Brayton cycle-MCFC hy-
brid system is more favorable both in efficiency and output power.
Mahmoudi and Ghavimi [34], conducted a study on MCFC-SCO2

Brayton-organic Rankine cycle hybrid system and applied thermo-eco-
nomic and multi objective optimization methods to analyze the system
performance. Obtained results showed that exergy efficiency could be
achieved up to 65.3% and product unit cost decreased to 0.039 cent
(US/kWh). In another study, MCFC-SCO2 Brayton hybrid system was
compared with MCFC-organic Rankine cycle hybrid system [33]. Re-
sults indicated that by applying SCO2 Brayton hybrid system as a bot-
toming cycle, compared with organic Rankine cycle, approximately 5%
increase in energy efficiency was reachable. In Ref. [35], exergy ana-
lysis was conducted on MCFC-SCO2 Brayton cycle. Result showed that
overall energy and exergy efficiency of the system were 78% and 50%,
respectively. In addition, it was found that exergy efficiency of reformer

Nomenclature

A area (m2)
C heat capacity (W/K)
e ecological function density (W/m2)
E ecological function (W)
Enact activation energy (J/mol2)
exd exergy destruction rate density (W/m2)
Exd exergy destruction rate (W)
F Faraday constant (C/mol)
g molar Gibbs free energy (J/mol)

GΔ ̇ change of Gibbs free energy rate (W)
h molar enthalpy (J/mol)

hΔ molar enthalpy change (J/mol)
− HΔ ̇ change of enthalpy rate (W)
j current density (A/m2)
k ratio of specific heats
K heat conductance (W/m2·K)
ne number of electrons
p pressure (atm)
p power density (W/m2)
P power (W)
Q ̇ heat rate (W)
R universal gas constant (J/mol·K)
T temperature (K)
U potential (V)
x isentropic temperature

Subscripts

an anode
B Brayton
C fuel cell
cat cathode
CO2 carbon dioxide
cp compression
ex expansion
h hot side
H hybrid
H2 hydrogen

H2O water
i ideal standard
l cold side
max maximum
o environmental condition
O2 oxygen
ohm ohm overpotential
r regenerator
rc recuperator
rev reversible
s isentropic condition
SCO2 supercritical carbon dioxide cycle
t theoretical maximum potential

Greek letters

η energy efficiency
ε effectiveness

Abbreviations

C compressor
DCFC direct carbon fuel cell
FC fuel cell
FTT finite time thermodynamic
GA genetic algorithm
GT gas turbine
HE heat exchanger
MCFC molten carbonate fuel cell
MOEA multi-objective evolutionary algorithm
MOO multi-objective optimization
NSGA non-dominated sorting genetic algorithm
PAFC phosphoric acid fuel cell
PEMFC proton exchange membrane fuel cell
Rec recuperator
Reg regenerator
SCO2 super critical carbon dioxide
SOFC solid oxide fuel cell
T turbine
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was minimum while exergy efficiency of E-101 heat exchanger was
maximum.

One of the best tools in order to assess thermodynamic cycles and
complex systems is Finite-Time-Thermodynamics (FTT). In this ap-
proach, internal and external irreversibilities are considered; therefore
analysis and optimization are more realistic. Various thermodynamic
cycles, Carnot [36,37], Brayton [38–43], Stirling engine [44], SOFC
[45], etc. [46–55], are explored by this rigorous methodology. Angulo-
Brown proposed an ecological function [56] and it was modified later
by Yan [57]. The function application in Brayton cycles can be further
seen in Refs. [58–68]. Exergetic sustainability index is another criterion
which is used in order to assess sustainability of thermal cycles [69–80].

Multi-objective optimization (MOO) is an increasingly popular and
reliable solver applied in various engineering studies [81–85]. The idea
is to consider various targets simultaneously and to apply effective
optimization techniques in order to attain the overall optimal perfor-
mance of a complex system. Blecic et al. [82] combined Bayesian
analysis and multi-objective evolutionary algorithm (MOEA) and pre-
sented a model called Bay MODE. By applying this tool and evolu-
tionary methods, a model for future prediction is proposed by Özyer
et al. [83]. MOEA is generally applied to define a collection of solutions
called Pareto frontier, the solutions which best satisfy the objective
functions all together [86–88]. MOEA is also utilized in a variety of
energy-related studies [89–122]. Autissier et al. [91] conducted a
multi-objective thermo-economic optimization on a SOFC-GT hybrid

system. The goal of the optimization was minimizing capital cost of
system and maximizing its electricity generation efficiency. Ahmadi
et al. [92,93] applied artificial intelligence and proposed novel model
to obtain output power of solar-based Stirling heat engine. In other
studies [95,105] NSGA-II was used to conduct optimization in a solar-
driven heat engine and a heat pump economically and thermo-
dynamically. Toghyani [98] applied non-ideal adiabatic approaches to
investigate the performance of Stirling engine. Other models were
presented to assess the cooling load of Stirling cryogenic refrigerator
cycle [99]. Sayyaadi et al. [101] optimized design components of a
Solar-Driven Heat Engine by NSGA-II. Ahmadi et al. [104] investigated
an irreversible three-heat-source absorption heat pump thermo-
dynamically and used MOEA for its optimization. MOEA and thermos-
economic analysis were utilized for optimization of irreversible re-
generative closed Brayton cycle and an endoreversible Braysson cycle
[108,111].

In this study, an MCFC-SCO2 Brayton heat engine is analyzed and,
underlying importance of environmental criteria, ecological function is
applied to obtain the optimum performance. Ecological function in-
cludes power output, energy efficiency and exergy destructions as
thermodynamic parameters. With regard to the fact that these functions
are in conflict with each other in some regions, in this study, three
scenarios are considered, each covering three objective functions, and
subsequently, three decision making methods are proposed to select the
best solutions from three obtained Pareto fronts. The first scenario

Fig. 1. (a) MCFC - Brayton hybrid heat engine. (b) T-s dia-
gram of Brayton cycle [123].
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attempts to maximize energy efficiency and ecological function density,
and minimize exergy destruction rate density. The second scenario tries
to maximize power density and ecological function density and mini-
mize exergy destruction rate density. The third strategy sets out to
maximize energy efficiency and power density and minimize exergy
destruction rate density. As a final point, obtained results of the case
scenarios are compared to each other.

The obtained decision vectors and the whole procedure can be di-
rectly used by designers for developing a better environmentally
friendly system. To the authors’ knowledge, however, a multi-objective
approach like this on MCFC-Brayton hybrid systems was not suggested
before. The methodology presented is general and straightforward to
carry out in performance optimization of similar systems.

2. Thermodynamic analysis

The system, combination of MCFC and SCO2 Brayton heat engine, is
illustrated in Fig. 1. SCO2 (point 1) is compressed by the compressor (C)
up to turbine inlet pressure (pressure drop in SCO2 course is neglected).
Then, it is preheated in the regenerator and brought into the heat ex-
changer 1 (point 5). This is where the working fluid of SCO2 Brayton
cycle absorbs heat from MCFC and runs the cycle. The expansion in the
gas turbine (process 3–4) supplies mechanical energy and then elec-
tricity, in addition to the electricity produced in the MCFC. As afore-
mentioned, the turbine outlet steam (point 4) is used to preheat the
SCO2 flow and then, rejects the low-temperature thermal energy in the
heat exchanger 2. The added regenerator where reactants and products
of the MCFC are exchanging heat can boost the efficiency of the cycle.
For the sake of simplicity, further details and the principle of operation
aren’t included but they can be found in Refs.
[1,3,13,16,18,31,35,38,108,123].

Anode potential (Uan), cathode potential (Ucat), ohm over-potential
(Uohm) and theoretical maximum potential (Ut) of MCFC can be calcu-
lated as follows, respectively [123]:
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where j is the current density, pH an,2 is partial pressure of hydrogen at
the anode, pCO an,2 is partial pressure of carbon dioxide at the anode,
pH O an,2 is partial pressure of water at the anode, pO cat,2 is partial pressure
of oxygen at the cathode, pCO cat,2 is partial pressure of carbon dioxide at

Fig. 2. MOEA approach used in this study.

Fig. 3. Solution layering in NSGA-II method.

Fig. 4. Distance indexing of each answer in NSGA-II method.
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the cathode, R is the universal gas constant, T is the operating tem-
perature of the MCFC, Enact is the activation energy, F is the Faraday
constant, ne is the number of electrons and Ui is the ideal standard
potential.

=
−

U
g

n F
Δ

i
e

0

(5)

Cell voltage is written by using Eqs. (1)–(5):

= − − −U U U U U( )cell t an cat ohm (6)

Power and efficiency of the fuel cell are:

=P U jAC cell (7)

=
−

η P
HΔ ̇C

C
(8)

where− HΔ ̇ is the maximum possible power from the fuel cell and it can
be described as:

− = −H
jA h
n F

Δ ̇ Δ
e (9)

where A is area of the interconnect plate and Δh is the molar enthalpy
change. Exergy destruction rate of fuel cell is:

⎜ ⎟= ⎛
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e
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Heat exchange at the regenerator can be described as:

= − −Q K ε T Ṫ (1 )( )r r r 0 (11)

where Kr is heat conductance of the regenerator, εr is the regenerator
efficiency and T0 is the environment temperature. Heat input to the
bottom cycle is written as Eq. (12):

= − − −Q H P Q̇ Δ ̇ ̇h C r (12)

Another heat input expression to the bottom cycle is shown in Eq.
(13):

= − = −Q Cε T T C T Ṫ ( ) ( )h h 5 3 5 (13)

where C is the heat capacity and εh is the effectiveness. T2 and T4
temperatures can be calculated by using compression (ηcp) and expan-
sion (ηex) efficiencies.
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= − −T T η T T( )ex s4 3 3 4 (16)

where k is the ratio of specific heats and x is the isentropic temperature.
T3, T5 and T6 are expressed in Eqs. (17)–(19):

= − +T T ε ε T(1 )rc h3 5 (17)

= − +T T ε ε T(1 )rc rc5 2 4 (18)

= − +T T ε ε T(1 )rc rc6 4 2 (19)

For making easier of the calculations, a correlation between x and j

Table 1
Ranges of the variables used to study their effects on the objectives.

Variable Compressor
inlet
temperature
(T1)

Turbine inlet
temperature
(T3)

Interconnect
plate area (A)

Current
density (j)

Unit K K m2 A/m2

Lower bound 350 898 0.1 500
Upper bound 400 913 50 6000

Table 2
Specification of GA for optimization puzzle in this paper.

GA parameters Value

Population size 400
Population type Double vector
Tournament size 20
Selection process Tournament
Maximum number of generations 1000
Mutation Restriction dependent

Table 3
Values of the parameters used in this simulation.

Parameter Unit Value

pH an2, , pCO an2, , pH O an2 , atm 0.6, 0.058, 0.342

pO cat2, , pCO cat2, atm 0.08, 0.08

Enact,an J/mol2 53,500
Enact,cat J/mol2 77,300
R J/mol·K 8.314
T K 923
F C/mol 96,485
ne – 2
Δg0 J/mol −197,000
Δh J/mol −247,430
Kr W/m2·K 10
ɛr – 0.85
T0 K 298.15
ɛh – 0.95
ɛrc – 0.98
ηcp – 0.91
ηex – 0.94
Tl K 300

Fig. 5. Isentropic temperature variation with current den-
sity for T1: 375 K.
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Fig. 6. The influence of the interconnect plate area (A) on the objective functions for T1: 375 K and T3: 908 K (a) Energy efficiency (η), (b) Power density (p), (c) Exergy destruction rate
density (exd), and (d) Ecological function density (e).
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can be obtained by using Eqs. (12), (13) and (17) (This correlation is
plotted in Fig. 5).

Energy efficiency of the Brayton cycle, under assumption of con-
stant specific heats, is written as following:

= − = − −
−

η Q
Q

T T
T T

1
̇
̇ 1B
l

h

6 1

3 5 (20)

Heat rejection from the Brayton engine is:

= −Q Q η̇ ̇ (1 )l h B (21)

Power output of the Brayton cycle is:

= −P Q Q̇ ̇B h l (22)

Exergy destruction rate of the Brayton engine is:

⎜ ⎟= ⎛
⎝

− ⎞
⎠

Exd T Q
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̇ ̇
B

l

l

h
0

(23)

Power output, energy efficiency, and exergy destruction rate of the
hybrid system are described in Eqs. (24)–(26) respectively.

= +P P PH C B (24)

= +
−

η P P
HΔ ̇H

C B
(25)

= +Exd Exd ExdH C B (26)

After the basic thermodynamic parameters, environmental criteria
may be explained. Ecological function is difference of power output and
exergy destruction originated from the entropy generation. It provides
an opportunity to maximize power output while reducing exergy de-
struction and this causes to decrease in the environmental impact of the
researched system:

= −E P ExdH H H (27)

In this paper, power density, the ecological function density and the
exergy destruction rate density are introduced as following:

=p P
A
H

(28)

=e E
A
H

(29)

=exd Exd
A

H
(30)

3. Multi-objective optimization with evolutionary algorithms

3.1. Optimization via EA

Genetic Algorithms were introduced by Prof. Holland (1960) by the
idea of Darwinian theorem for optimization goals [124]. The evolution
normally begins from a society of randomly created individuals and
occurs in creations. In each creation, the fitness value of each individual
is studied; numerous individuals are randomly selected from the pre-
sent population and developed to create a fresh population in order to
follow the iteration of the GA. Generally, the GA ends when it reaches
the termination indexes. More details of GA is presented in the earlier
studies [97,105,111,125,126].

Moreover, MOEAs were developed in the recent years by many
studies and have present that they can eliminate the difficulties of
common approaches. The structure of the MOEA employed in the
present study is shown in Fig. 2 [36,89–117,119,120].

3.2. NSGA-II approach

NSGA-II method [36,91,104,107–115,117,119,120] was used in
this study with the goal of obtaining the Pareto frontier by running GA.
For this reason, NSGA-II organized the answers based on the Pareto
theory and arranging non-dominated answers into non-dominated
layers as depicted in Fig. 3. In other words, the population number Np,
is classified into NL layers in which juncture of each two random chosen
layer is blank assortment and combination of all layers represents Np

assortment.
Answers virtual fitnesses are related to their layers. For parent se-

lection among two random layers, Tournament selection was employed.
Index of crowding distance set the uniform distribution of answers
beside layers. This principle is determined as a ratio of undesirability of
objective functions for two neighbor answers adjacent the current an-
swer to the undesirability of the extremum amounts of that objective.
Therefore, for kth objective of jth answer, we have:

=
−

−
− +i

f f

f fdis j k
k j k j

k k
, ,

, 1 , 1

,max ,min (31)

For margin, answers are assigned to an unlimited distance index.
The sum of individual distances results the overall cumulative distance
as follows:

∑=
=

I idis j
k

M

dis j k,
1

, ,
(32)

In which j is the individual index and M is the number of objectives.

Fig. 6. (continued)
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Fig. 7. The influence of the compressor inlet temperature (T1) on the objective functions for A: 25 m2 and T3: 908 K (a) Energy efficiency (η), (b) Power density (p), (c) Exergy destruction
rate density (exd), and (d) Ecological function density (e).
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Fig. 4 shows a diagram distance indexing. In this method, two variables
are set for each answer:

(1) Dominant (Layer) number, NL, which is the number of answers that
control the current answer. More explanations of domination were
presented in Refs. [86,87]. Dominant number, for non-dominated
answers of the existing population is 0. Thus, these answers are set
in layer 1. Non-dominated answers which do not include the layer 1
numbers, are located in layer 2. There would be MN2 assessments
for M objectives and N populations. This routine continued with the
goal of accepting all answers in their appropriate layers. Moreover,
i rank indexes of answers are assigned to their layer number, NL.

(2) Crowded comparison operator, n≺, is presented as:

≺ <

= >

rank

I

A Bif(rank )
Or:
((rank rank ) and I )

A B

A B dis A dis B, , (33)

It shows that for answers with different layers, the answer with the
minor layer is preferred. On the other hand, for identical layer answers,
the answer of lower concentration area is selected.

3.3. Objective functions, restraints and decision variables

Table 1 shows the ranges of the decision variables used for this
optimization which are determined by the suggestions provided in the
literature [35,108,114,123].

Energy efficiency, ecological function density and exergy destruc-
tion rate density are the three objective functions for the first scenario
evaluated via Eqs. (25), (29) and (30).

Power density, ecological function density and exergy destruction
rate density are the three objective functions for the second scenario
evaluated via Eqs. (28)–(30).

Energy efficiency, power density, and exergy destruction rate den-
sity are the three objective functions for the third scenario evaluated via
Eqs. (25), (28) and (30).

To determine the optimal design variables of the system based on
genetic algorithm approach, a simulation program was coded through
Matlab software [127], due to the complexity of the problem. Details of
the developed program is beyond the scope of this paper. Specifications
of GA for optimization puzzle are reported in Table 2.

3.4. Decision-making in the multi-objective optimization

In order to pick up the best solution of Pareto optimal frontier,
decision making tools should be employed. Hence, three expert decision

maker methods: Fuzzy, TOPSIS and LINMAP are utilized.

3.4.1. Non-dimensionalization methods
3.4.1.1. Euclidean non-dimensionalization. Fij

n is the matrix of objectives
for various solutions of the Pareto frontier and i is the index of each
solution, and j presents the index of the objective in the objective area.
A non-dimensioned objective, Fij

n, is defined as follows.

∑
=

=

F
F

F( )

aimed at extremum goalsij
n ij

i

m

ij
1

2

(34)

3.4.1.2. Fuzzy non-dimensionalization. A non-dimensioned objective,
Fij

n, is defined as follows:

=
−

−
F

F F
F F

min( )
max( ) min( )

for maximizing.ij
n ij ij

ij ij (35a)

=
−

−
F

F F
F F

max( )
max( ) min( )

for minimizing.ij
n ij ij

ij ij (35b)

The fuzzy non-dimensionalization technique is used in the Bellman-
Zadeh approach; while, Euclidean non-dimensionalization technique is
used in TOPSIS and LINMAP approaches.

3.4.2. Decision-making methods
The decision making methods are briefly introduced below.

However, they are described in greater detail in the earlier studies
[92–95,98,105].

3.4.2.1. Bellman-Zadeh decision-making method. The final solution,
maximum value of the lowest membership function of objectives, in
this method is obtained based on relations of all fuzzy criteria and
restrictions and the related membership function.

3.4.2.2. LINMAP decision-making method. In LINMAP approach, the
final solution is selected based on ideal point, which is defined as the
point on the Pareto frontier where each objective is optimized
disregarding counting the other objectives. In LINMAP, the optimum
solution is obtained based on the shortest distance in space from the
ideal data point.

3.4.2.3. TOPSIS decision-making method. In TOPSIS approach for
finding the best solution, another index called “non-ideal point”
should be obtained first. Non-ideal point is defined as the point
where each objective has its worst value. Afterwards, the final

Fig. 7. (continued)
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Fig. 8. The influence of the turbine inlet temperature (T3) on the objective functions for A: 25 m2 and T1: 375 K. (a) Energy efficiency (η), (b) Power density (p), (c) Exergy destruction
rate density (exd), and (d) Ecological function density (e).
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solution in the TOPSIS approach is selected based on the shortest
distance from the ideal point and highest distance from the non-ideal
point, concurrently.

4. Results and discussion

4.1. Simulation results and sensitivity analysis

In this simulation four objective functions are considered to be
optimized including: energy efficiency (ηH), power density (p), exergy
destruction rate density (exd) and ecological function density (e), and
four variables changed to study their effects on these targets including:
current density (j), interconnect plate area of the fuel cell (A), com-
pressor inlet temperature (T1) and turbine inlet temperature (T3).
Parameters used for this simulation are listed in Table 3. The perfor-
mance characteristic curves are plotted in Figs. 6–8, each consists of
four figures, and the coordinates of some important points on the curves
are demonstrated in Fig. 9(a–d) by which the influence of the main
parameters can be quantitatively investigated. Before these curves, the
following is Fig. 5 which shows isentropic temperature (x) variation
with current density (j). This parameter governs the thermodynamics of
the Brayton cycle because directly determines the compressor pressure
ratio.

Current density is a very crucial parameter and its variation en-
ormously influences all targets, corresponding to its nature which de-
fines the operating condition of the whole system. Therefore it is con-
sidered as the basic variable (the horizontal axis) in studying the effect
of other three variables enabling to see its effect on the system speci-
fically. As it was expected, by increasing the current density, power
density of the Brayton cycles increases while the energy efficiency of
the Brayton cycle does not and stays constant. This increase, which is
more than a linear one, clearly happens due to the fact that the more
energy the Brayton cycle receives from the fuel cell, the more energy
there is to be converted to power as the current density increases.
Moreover, in this situation, the heat rejected from the fuel cell to the
environment (Qṙ) is fixed, because it isn’t a function of the current
density, and the energy efficiency of the Bryton cycle remains constant,
because it is only a function of the features of the Brayton cycle.
Therefrom there should be, as there is, more than a linear increase in
the power density of the Brayton cycle.

The linear relation between the energy efficiency of the fuel cell and

the current density corresponds to the linear relation between the cell
voltage and the current density (Eqs. (1)–(6)). It should be noted that
the theoretical maximum potential of the fuel cell (Ut) determines the
point where the curve starts and also explains the fact that the max-
imum energy efficiency of the hybrid cycle is occurred at the small
values of the current density.

The interconnect plate area (A) is another important parameter
which defines the size of the fuel cell system and therefore all targets
were generally defined as their value per unit area of the interconnect
plate. By fixing other three variables, j, T1, and T3, the efficiency of the
Brayton cycle is determined and also the efficiency of the fuel cell
system, and changing this parameter doesn’t affect that, due to given
parameters which determine the amount of heat that rejects from MCFC
Q( ̇ )r . Eqs. (6)–(9) and (12)–(20) show how this happens. Power density
and exergy destruction rate is not influenced by A; and this is the same
for ecological function which is their differences. Fig. 6a–d as well show
there are no meaningful variations of the targets (energy efficiency,
power density, exergy destruction rate density and ecological function
density) with A. These figures also show how the region of the current
density (500–6000 A/m2) was selected for the investigation. By in-
creasing the current density, before j=500 (A/m2) the energy efficiency
is increasing until it approaches its maximum, somewhere after this
point, and then decreases. On the other hand, the power density is in-
creasing along with increase in the current density in this region and
attains its maximum before j=6000 (A/m2). Besides, the ecological
function maximization occurs within this region, too. Therefore the
optimal current density should be situated in this region.

The variations of the targets with the compressor inlet temperature
is illustrated in Fig. 7(a–d). By increasing the compressor inlet tem-
perature, energy efficiency and power density of the Brayton cycle
decreases. The reason can be expounded as follows: when A is kept as a
constant, the heat the Brayton cycle receives from the fuel cell (Qḣ) is
constant, too, which also results into a constant C and T5, according to
Eq. (13). Consequently, according to Eqs. (12)–(20), by increasing the
compressor inlet temperature, the heat amount that has to be rejected
from the cycle (Ql̇) is increased, and therefore energy efficiency and
power density are decreased. In this situation, exergy destruction rate
density increases, according to Eq. (23), leading to the less ecological
function.

The opposite behavior is followed when the compressor inlet tem-
perature is kept as a constant and the turbine inlet temperature

Fig. 8. (continued)
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increases, as Fig. 8(a–d) show. The more the turbine inlet temperature,
the more energy efficiency, power density and ecological function
density, and also the less exergy destruction rate density. This behavior
can be expounded as follows: when A is kept as a constant, the heat the
Brayton cycle receives from the fuel cell (Qḣ) is again constant. But by
fixing the inlet temperature of the compressor, more work is needed by
the compressor and also more work is produced by the turbine, clearly
obvious in the T-s diagram of the Brayton cycle. Because the turbine
works in a higher temperature, its work increases more than that of the
compressor within the same pressures. Therefore, energy efficiency
increases and also net power density. The reduction of exergy de-
struction rate density can also be realized here, with respect to Eqs.
(20)–(23).

It can be found from Figs. 6–8 d that ecological function density first
increases and then decreases as the current density is increased for any
given interconnect plate area or compressor inlet temperature or tur-
bine inlet temperature. This maximum point is approximately con-
sidered at j=1800 (A/m2) for further studies. This point and other two
main points including j=500 (A/m2), where the curves start, and
j=6000 (A/m2), where the curves end, were selected and the objectives
were calculated at these points. The results are depicted in Fig. 9(a–d).
Then the sensitivity of each objective to both T1 and T3 are computed.

The sensitivity of the objective functions to the compressor inlet
temperature is as follows, according to Fig. 9(a–d): By a change of
14.29% in the compressor inlet temperature (from 350 to 400 K), en-
ergy efficiency varies −2.51%, −5.12%, and −18.15%, at j=500,

Fig. 9. The impact of the compressor inlet temperature (T1) and the turbine inlet temperature (T3) on the objective functions of the hybrid system for A: 25 (m2). (a) Energy efficiency
(ηH), (b) Power density (p), (c) Exergy destruction rate density (exd), and (d) Ecological function density (e).
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1800, and 6000 (A/m2) respectively; power density similarly varies
−2.52%, −5.12%, and −18.15%, while exergy destruction rate den-
sity varies 7.13%, in all three situations, and ecological function density
varies −7.73%, −35.58%, and −23.63%. And the sensitivity of the
objective functions to the turbine inlet temperature is as follows: By a
change of 1.11% in the turbine inlet temperature (from 903 to 913 K),
energy efficiency varies 7.21%, 15.6%, and 80.84%, at j=500, 1800,
and 6000 (A/m2) respectively; in the same way power density varies
7.21%, 15.59%, and 80.84%, while exergy destruction rate density
varies −16.75%, again in all three situations, and finally, ecological
function density varies 25.16%, 414.36%, and 42.44%.

These results show that energy efficiency and power density are
equally influenced by changing T1, or T3. This can be explained refer-
ring to Eqs. (20)–(22), which show both the energy efficiency and the

power density of the Brayton cycle are similarly dependent on four
important temperatures of the cycle (T1, T3, T5, and T6). The difference
is that the power density is also influenced by the heat the Brayton cycle
receives from the fuel cell (Qḣ), which is not a function of T1, or T3.
Hence, dependencies of these functions on T1 and T3 are the same (but
their dependencies on j can still be seen in the figures). Moreover, the
fuel cell energy efficiency and power density are clearly not functions of
T1, or T3, as the figures demonstrate, too. Therefore the energy effi-
ciency and the power density of the hybrid system are also equally
influenced by changing in T1, or T3.

Another point can be seen in these figures is that the sensitivity of
the exergy destruction rate density of the hybrid cycle to T1, or T3,
doesn’t change by varying the current density (j). This may be explained
as by referring to Eqs. (10), (12) and (20)–(23) which show that when a

Fig. 9. (continued)
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set of the important temperatures of the Brayton cycle (T1, T3, T5, and
T6) are given, current density variation just affects the heat amount the
Brayton cycle receives from the fuel cell (Qḣ), and equally, the heat
amount it rejects to the environment (Ql̇). In other words, there is the

same dependency between j and Qḣ, and between j and Ql̇, which leads
to the same dependency between j and exdB. Therefrom, with respect to
the relation between the exergy destruction rate of the fuel cell and the
current density, which is the same as Qḣ, this similarity can be

Fig. 10. Pareto optimal frontier in the objectives’ space for
the first scenario.

Fig. 11. Pareto optimal frontier in the objectives’ space for
the second scenario.
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Fig. 12. Pareto optimal frontier in the objectives’ space for
the third scenario.

Table 4
Outcomes of the decision makers for the first scenario.

Decision making method Decision variables Considered objective functions Not-considered objective function

A (m2) j (A/m2) T1 (K) T3 (K) ηH (%) e (kW/m2) exd (kW/m2) p (kW/m2)

TOPSIS 0.5 2900 350 913 49.22 1.8006 0.0296 1.8301
LINMAP 0.6 2600 350 913 52.48 1.7018 0.0477 1.7494
Fuzzy 1 2200 359 912.5 60.28 1.3140 0.3864 1.7004
Ideal point – – – – 83.19 1.8804 0.0184 2.2886
Non-ideal point – – – – 23.81 0.0004 2.6675 0.0013

Table 5
Outcomes of the decision makers for the second scenario.

Decision making method Decision variables Considered objective functions Not-considered objective function

A (m2) j (A/m2) T1 (K) T3 (K) e (kW/m2) p (kW/m2) exd (kW/m2) ηH (%)

TOPSIS 0.3 4000 350 912.8 1.8800 1.9650 0.0850 38.32
LINMAP 0.3 4000 350 912.8 1.8800 1.9650 0.0850 38.32
FUZZY 0.4 4000 353 912.5 1.1999 2.2783 1.0785 44.42
Ideal point – – – – 1.8804 2.2886 0.0184 83.19
Non-ideal point – – – – 0.0004 0.0013 2.6675 23.81

Table 6
Outcomes of the decision makers for the third scenario.

Decision making method Decision variables Considered objective functions Not-considered objective function

A (m2) j (A/m2) T1 (K) T3 (K) P (kW/m2) ηH (%) exd (kW/m2) e (kW/m2)

TOPSIS 0.5 2900 350 913 1.8301 49.22 0.0296 1.8005
LINMAP 0.5 2900 350 913 1.8301 49.22 0.0296 1.8005
FUZZY 2 2200 358 912.3 1.8833 66.76 0.9876 0.8957
Ideal point – – – – 2.2886 83.19 0.0184 1.8804
Non-ideal point – – – – 0.0013 23.81 2.6675 0.0004
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corroborated. In brief, exergy destruction rate density of the hybrid
system is proportional to the second order of the current density.

Additionally, another conclusion from Fig. 9(a–d) is that the sensi-
tivity of ecological function to the variation of T1, or T3, is at its max-
imum where ecological function is also approaching to its maximum.
This point shows how important it is to adjust exactly the optimum
concrete values of T1 and T3 for obtaining the maximum possible eco-
logical function density. It is also evident that the sensitivity of energy
efficiency and power density to T1, or T3, rises by the increase in the
current density. So, when one wants to optimize power density, which
leads to high values of current density, the optimization of T1, or T3,
becomes more substantial.

Finally, it is also should be pointed out that, as it seems natural, the
sensitivity of objectives to the turbine inlet temperature is greater than
that of the compressor. As it mentioned earlier, the maximum tem-
perature of the hybrid cycle, which is the operating temperature of the
fuel cell (T), confines this essential parameter of the Brayton cycle.
Therefore, by increasing this parameter, which corresponds to some
special issues such as the investment cost, the technical issues due to the
required thermal stability of the cell and other operating limitations,
the ecological function density of the hybrid system improves.

4.2. Optimization results

It should be mentioned that there is no combination of the variable
values that concurrently optimizes all the objective functions. One of
the main results of the parametric evaluation section is that each ob-
jective function is optimized in a particular region which can be ob-
served clearer in this section. According to Figs. 6–8, by increasing
current density, energy efficiency first increases for a short range and
then decreases till the end; ecological function also increases along with
the increase in the current density but attains its maximum at larger
current densities. Afterwards, ecological function decreases, the same
as energy efficiency. Therefore, between the points where energy effi-
ciency is maximum and that of ecological function, there has to be a
compromise when one wants to optimize both of them. Exergy de-
struction rate and power output have similar trends. Both of them ap-
proach to their maximum value by increase in current density which
makes the concurrently optimization of them more complicated. One
can compare influences of current density on the other two pairs of
objectives from Figs. 6–8. Other variables, including interconnect plate
area, compressor inlet temperature, and turbine inlet temperature, have
similar effects on optimizing the objective functions. All objective
functions improve by increasing turbine inlet temperature or decreasing
compressor inlet temperature, and changing interconnect plate area
does not affect their optimums.

The comparison of objective functions at different values of input
variables becomes more complicated when one wants to optimize three
of them simultaneously. Therefore, after providing the sets of best
possible solutions (Pareto fronts) for each scenario, decision-making
methods should be applied to obtain the best solutions. In this study,
the global optimization toolbox, developed in Matlab, is used with the
default settings and parameters in order to implement genetic algo-
rithm to obtain Pareto fronts needed in the next step. Four objectives
discussed in the previous section are considered for three multi-objec-
tive optimizations: energy efficiency (to be maximized), power density
(to be maximized), ecological function density (to be maximized), and
exergy destruction rate density (to be minimized); in this manner, three
scenarios are considered to investigate the simultaneous optimization
and in each scenario three targets are considered. Power density, en-
ergy efficiency, and ecological function density are left out and other
three objectives are optimized in scenario one, two, and three, re-
spectively. The results are shown in Figs. 10–12. Three ultimate an-
swers are chosen by the LINMAP, Fuzzy, and TOPSIS decision makers
highlighted in these figures.

Pareto optimal frontier for case scenario one is represented in

Fig. 10 and Table 4 depicts the optimal outputs achieved for objective
functions and decision parameters by executing LINMAP, Fuzzy and
TOPSIS approaches.

Fig. 11 depicts the Pareto frontier in the suggested objectives’ space
achieved in the second optimization scenario. Table 5 reports the op-
timal outputs achieved for the objective functions and decision para-
meters.

Pareto optimal frontier for case scenario three is represented in
Fig. 12 and Table 6 reports the optimal outputs achieved for the ob-
jective functions and decision parameters via running TOPSIS, Fuzzy
and LINMAP approaches.

From Tables 4–6, as already expected, can be found that the offered
points are situated at higher turbine inlet temperatures and lower
compressor ones. If the stopping criteria weren’t already satisfied, the
program would continue running and reach the upper and lower
bounds of turbine and compressor inlet temperatures, respectively.
Different values suggested for current density, as the most powerful
case parameter, are subject to the differences between decision making
methods. Finally, lower values of A is because of the fact that in this
region, according to the given parameters, the sensitivity of the ob-
jective functions to the area is a little more than that of higher values.
Therefore, the developed computer model tends to find the Pareto front
near this area. Nevertheless, there is only a very little dependency of the
objective functions to the area in its whole region. The effect of not
considering one objective function in each scenario can also be seen in
Tables 4–6. In the conclusions section, however, for the sake of sim-
plicity, only the results of Fuzzy method are reviewed. Other methods
can be analyzed in the same way.

5. Conclusions

This paper presents a comprehensive modeling, parametric eva-
luation, and multi-objective optimization of a hybrid system consisting
of a Brayton cycle and a molten carbonate fuel cell. Beginning by a
thermodynamic simulation, a study on the effect of main variables of
the hybrid cycle, including compressor inlet temperature (T1), turbine
inlet temperature (T3), interconnect plate area (A), and current density
(j), on the objective functions, including energy efficiency (ηH), power
density (p), exergy destruction rate density (exd), and ecological func-
tion density (e), is carried out. Some important results are reviewed
here:

– Energy efficiency maximization and minimization of exergy de-
struction rate density occur at small values of current density, while
power density attain its maximum at higher ones. This makes eco-
logical function optimum value to be situated in a range between
these bounds, therefore, also indicating that there is an optimum
range for current density rather than a single value.

– After selecting an optimum range of current density, the next most
important parameter is turbine inlet temperature whose optimum
value should be chosen in conjunction with considering economic
criteria. The fuel cell operating temperature (T) and turbine lim-
itations confine this value.

– According to the sensitivity analysis, the dependency of targets on
1.11% variation in the turbine inlet temperature is greater than a
change of 14.29% in the compressor inlet temperature.

– Ecological function is more dependent on T1, and also T3, when
approaches its maximum while those of energy efficiency and power
density increase along with the increase in current density.

The purpose of the next step is to develop a comprehensive op-
timum design procedure for the proposed system. MOEA based on
NSGA-II approach is employed to investigate optimization of the deci-
sion variables, considering three objectives in each case scenario. The
triple-objective optimization algorithm is employed for energy effi-
ciency and ecological function density maximization and exergy
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destruction rate minimization as the first scenario. In the second one,
instead of energy efficiency, power density is taken as one of the ob-
jective functions while the other goals are the same as the first scenario.
In the third scenario, the algorithm is applied in order to maximize
energy efficiency and power density and minimize exergy destruction
rate density. Subsequently, Pareto-optimal frontiers are obtained.

Lastly, for each case scenario three ultimate optimum answers are
chosen via three competent decision makers comprising LINMAP,
Fuzzy, and TOPSIS approaches. Comparing their results shows which
objective function has better condition in each case scenario. Making
inferences from the Fuzzy method results, for example, it seems that the
first scenario would provide better condition for the system. Ecological
function density meets its maximum (1.314 kW/m2) in this scenario,
where power density is not considered, and falls by 9 and 31% in the
second and third scenario, respectively. Energy efficiency is at its
maximum (0.6676) in the third scenario, where ecological function
density is not considered, and reduces by 10 and 33% in the first and
second scenario, respectively. Power density reaches its pick
(2.2783 kW/m2) in the second scenario, where energy efficiency is not
considered, and drops by 25 and 17% in the first and third scenario,
respectively. Exergy destruction rate density is considered in all case
scenarios. However, it is at its optimum value (0.3864 kW/m2) in the
first scenario, similar to ecological function density, and increases by
179 and 155% in the second and third scenario, respectively.

To bring the paper to a close, it should be acknowledged that the
multidisciplinary approach proposed here still lacks considering other
effective parameters of the hybrid cycle and probably other relevant
objective functions. However, it can be readily extended to FC-heat
engine hybrid systems of any configuration to achieve the optimum
performance taking into account a variety of decision variables and
objective functions.
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